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Abstract- -Fault protection can i nc:]ude a wide range of topi CS,—. —.—. . . ..— .
rangi ng from faul t preventi on to autonc)mous fau] L clct_ection and
recovery. ‘l’hi s paper wi 11 address a pc)rti oIi c)f the autonomous
f aul. t dct, ect. ion and recovery impl. ~:meni-cd onboard the C!assi ni
spacecraft . Specif ical ly, t-he to])ic j s system I cvel fault
protection design, as c)pposed to ::ubsystem f aul t protecti on desi gn.

The design of system fault protection f c)r the Cassj ni spacecraft
wil 1 be described at. a hi gh 1 evel in order t o def j ]]e the guiding
principles of the design. ~’hi s wi 11 include examilli. ng driving
requi remeni-s, high level dasign trades, and major archi t.ect-ural
e] ements, incl. ud~ng practical details c)f Lheir design. Finally, a
detai led design description will be given of two Cassini fault
protec; ti on responses whi ch are 1 ikel y t o be used c)n most c)ther
spacecraft .

1. 1 N’I’RODUCT1 ON

Mi ssi on and SPacecr?Xk_Qverv~  e_Y
~’he Cassini mission will explc)re t_he Saturni an :::ystem in general ,
and i t,s moon ~’i tan in parti cul. ar, beginning after spacecraft
arriva] in 2004 . A compl ement c)f science ec]uipmcnt-  located on both
a ~’i Lan at. mospheri c: entry prc)be and the pri mary space c:raf t- wi 11
accomp] i sh thi s over the course of a fc)ur year orbi~al tour. The
mission is a joi nt. prc>j ec:t unciert. aken by NASA aIld I_he F,uropean
Space Agenc:y (ESA) . l’he entry probe and i ts support avionics are
provided by ESA, and the. remainder c)f t he space c!raf t i s prc)vi ded by
NASA . Sci ence equi pment on each is prc)vi ded frc)m bc)~h [J. S. and
Huropean  sc)urces . lnst--rurnents  specific to si-udyi rig i nf rared,
visible, and u] t-raviol et. spectral ranges, as we:] 3 as varic)us field,
energeti c particle, plasma, dust, and wave phenomena are bei ng
flown along with instruments capable of sampl ing al.mospheric
const, i tuent. s and acquiri ng visi bl. e and RADAR i tnacjes . T’c)get. her, the
scientifi c investigate ons wi 11. c:cm~bi ne t.o focus ;)rl SaLurn’ s ring
and sate] 1 i.te s>ystern, atmosphere, rnagnctosphere, as well as ‘I’i t-an’ s
cl ouded atmosphere and surface .
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‘l’he spacecraft, including instruments and prc)be, wj 11 weigh 5600
ki.1 ograms ( 12, 400 pounds) when I aunched by ZI ‘J’i ~an/Cent:~ur  j n
October of 1 99”/ . Because of i ts large mass, the spacecraft must.
acqui re addi tiona] energy by gravi tati cjnal assi fits from Venus,
I+:arth, and Llupj te. r cluri ng a seven year transi t, L c) Saturn. ‘l’he
spacecraft physi cal 1 y consi sts of a 4 nleter clial[let-er  high gain
antenna, a 12 si ded ring-like bus structure housing most of the



engineering and scienc:e. elect roni(!s, a propulsicjn  rnc>dule  c:arrying
3100 kg of propellants, t-he Titan probe, three r:~dioisotope
thermoel.ect-ric generators (RTGs) , four attitude c:c>ntrol thruster
clusters, four reaction wheels, two main rocket engine:;,  an 11
meter magnetotnet-er  boom, three 10 meter radio and plasma wave
science antennas, and a doz, en other SC) e.nce sensors mounted i n
various locations .

F:ngi necri ng subsystems provi de for telecommu.ni cat i on 1 i nks
opera~ing at X-Band, the generatic)n ancl di st ri l)ut. i c)n c)f RTG power,
command di stri buti on and data handling empl c>yi ng two redundant-
1750A processors, a 1553B data bu::, and twenty” six engineering and
sci ence remote termi nal. s, bulk data stc)rage on t WC) 1.8 gigabi t-
F,OI l.d state. re corders,, and att. i tucle control bui ]. t. around two
redundant 1 ‘i50A processors and various sensors aI” IC3 actuators.
Additional functions i nc:lude thermal cc)ntrc)l Llsi]]g both c1 ectri cal
and radioisotope heaters, and mechanical actuatic)ns by means of
motors and pyrotechnic c devi ces .

Equipment fai lures occur on spacecraft (S/C) , i n spi te of the best
effor~s t.o execute re] i ab]. e design, usc high rel i abi.1 i ty parts, and
thorough] y test everythi ng at the assenlbly, subsystem, and system
levels before commi tting to launch. Many of these failures are c)f
a non- threateni n? nature and/or can be eventual 1 y worked around by
ground intervent]  on or c:hanges i n tni ssi on p] ans , Many other
failures, however, p] ace Lhe S/C c)r the mi ssi c)n i n irnmedi. ate
jeopardy, or are very di ffi cult for grc~und personnel to diagnose
and correc:t . Add to this the very lon$? Cassini mission (at least
1.1 years) , and there i s a c:riti cal neeci t_o clesi. gn and imp] ement
on bc>ard faul t, de. tec:ti. c)n anti rc. covery pY c)cess; es, ~~nd to dc) SC) i n a
thorough, effective, and practical. way. l’he first step i s t-o
understand the requi rements .

2. DRIVING REQLJIREMENrl’S

The highest- driving requi rement which c’assiniSystem Fau] t Protec -
tion (SFP) responds to is the Prc)Iject  ‘ s si. ng]e poi nt. fai. ~ure
policy: “No credible single poin~ fai lure shal ] prevent. at, tai ntnent_
of Lhe objectives listed below, cjr result in a signi ficant.ly
degraded mission, . . .
a) . . . mi nimum essent. i al engi neer-j. ng clat a and co~nmand capabi 1 i ty. . .
b) Successful. Iiarth swingby
c) Successful . . . Saturn orbit, Insert ic)n
d) Successful. Huygens Probe del i.very and data ret.~~rn
e) . . . sci ence data from all except one i.nst:rument-  . . .11

Exemptions were granted for items whose fai lure i s not credible due
Lo the exi stence of large design margi]ls, suc:h as primary
structure , propul sic)n tanks and 3 i nes, and R1’G pow~~r sources. A
] i ~;tiIlq of a] ] sinq]_e pc)i I-it f ai lure pO:I i Cy exetnpt.i c)ns i s shown in
Table ~ .
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Although the highest driving requirement on SF}’ is t.o prc~vide
protection for single faults, there is a goal to recover from
multiple faults, provided the faul~s are ]ocat.ccl i~l independent
fault containment regions. Obviously, two indepenc]ent-  faults
occurring at widely separated times in the nlissjc>n are easily
handled. }Iowever, two simultaneous faults, or a second fault
occurring before the response to t-he fi rst has cc>tnpleted, cannot.
always be protected a?ainst. As discussed below, the approach to
handling these possibilities was one of the key issues addressed in
defjnjng the dcsjgn architecture.

Cc)nt-jnujng  wjt.h t,he drivjng requirements, onbc]ard responses must be
designed wit-h the following priorities:
1.) Protect critjcal S/C functionality
2) Protect. S/C performance and c:ollsutnables
3) Minimize disruptions to nortnal sequence c)peratjons
a) Simplify ground reccmery response, inclucli.ng  providing for

downljnk Lelemet.ry

l“mp]icit in 1), protection of critical S/C f“unc:t. ~c)nality, is
providing fc)r up]ink commendability, import-ant. nc)t. only for the
conduct of the mi ssic)n, but al. sc) to prc)vide fc)r ground respc)nse to
unforseen anoma).ies or cc)mplicat.  ions that can c)n] y be covered after
realtime evaluation. For this reason, all responses ensure
reliable uplink communications performance fc)] lowing an anoma]y.
There is also an specific respc)nse which wil 1 restore command-
abi.1 ity i f no vali d commands have been recei vet] wi thin a spec:i fied
period of time.

Additional driving requj rements i ncludc :
a) Maintain a safe state fol lowing an :;nomal y for two weeks
b) I’rovide f au] t detect, i on with c>nly engineeri ng clat. a, i . e . be

i ndependent- of sci ence instrument. avai 1 abi 1 ity
c) Ensure autonomous completion c)f mi s:sion (:ri i-i c:al sequences
d) Provide diagnostic data af~er a fault response sufficient tc)

reconstruct the sequence of fau]. t protection ac:t. ions
e) Provide for protec:tic)n  of any recc)rded data 11 cading up to the

anomal y and the recordj ng of data fc>l.lowi ng the anomaly response
f ) Accommodate ground testi ng wj thout. ~ isk of S/C damage

I 3. ATJTJOCAT1 ON OF FI’AUIJT I< ECOV}CRY  RES1)CJNSI  ?311)12’Y

As shown in Figure 1, fault recovery rfsponsjbi  1 i.t.y i s divided in
the f i rst. place between t-he ground t,eal~l  and the S/C. A fundamental
c:onstrai nt- in meeting the single poj nt failure po] j c:y i s that
ground response c:annc)t. be assumed for t he mc)st cri Li cal f ai lures,
primari 1 y because of’ 1 arcje lfarth-- S/C d~ st-anc:es, t4nci also because
the mi E;sion and S/C desi gns itnpose Ion<! communi c:a~ j on outage
peri ods . ‘1’herefore, time-critical res})onses to faults must. be
provided autonomous] y onboard the S/C. In general , autonc)mous
f au] t protecti c)n i s included onboard t-he S/C i f a ~rc)und response
i.s not. f easi.bl e or practical , or if act ion is rcqul red within two
weeks of detecting the f“ai lure.
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Responsibility for autonomous S/C fault recovery is further djvided
among subsystems and SFP. Subsyst ems are in general responsible
for provjd;ng recovery of thejr own functjonalit.y,  if they have t-he
capability t-o do so. If not, or jf there is a part of the recovery
wh;ch requjres a non-standard operation by another subsyst-em,  SFP
becomes ;nvolved.

Not-e that autonomous S/C fault protection does nc)t. include measures
used jn the handling of- data to protect. agajnst. bit errors. Data
error detections may be used by autonomous S/C faul~ prot-ectjon,
however, to detect and correct fault cc)ndition:;.

4. SYSTEM FAUL,T PRCJTECT:ION IWNC1’10NS

l’he functions which SFP monjtc)rs and protects aye ;n t-he general
areas of radio frequency (RF) communication, pc]wer, thermal st-ate,
c)nboard computer viabil;ty, and propellant ~)rc>s::;urizat;.o~l. The RF’
c:ommunjc:at_ions  functions are: uplink c:ommandabiljt,y,  RF exciter
C)utput, and RF power amp] i.fier (travel ing wave tube) output, . sFP
has a suppc)rt, role w;th respect to recc)very frc)m power faults.
Primary responsibility in the event of power demand exceedjng
capabj l.ity is allocated t.o subsystem hardware, which turns off non-
essential loads, w;t,h SFE) follc)wing up by est.abljshing a safe S/C
state . Thermal fault protection is restricted t.c) correcting
emergency conditions brought on by excessive solar illumination of
apertures and radiators . Onboard ccmputer viability is mc)nj.tored
by Sl?P check;ng for the regular generation cjf “llcartbeat.s”.
Propel lant tank pressures are mon;t_c)re.cj ;n orcle:t- Lc) protect against.
a gross pressure regulat.c)r failure. II-J addit.ioll, SFF> responds to
specjfjc requests to support the att.;tude control subsystem (AACS) ,
including providing addjt,ional pc)wer margjn fc)r its internal fault
protection actions.

5. KEY ARCHI’I’ECTU}<AIJ  DIISIGN IE:SLJKS

There were three issues whjch were key to defjninc+ the SFP arch;-
tect-ure. The first invc)lved the respollse of SF’l] in the event- of
multiple simultaneous faults. AlthOUg~] the Projec:t’s Si.ng]e pojnt
failure policy does not require SF’P to protcc:t agajnst more than
one fault, there is a pc>ssibility that during tlie response t-o a
fault, a second independent fault could occur, especially if the
jn;.tial fault response is a lengthy on<. It. is
recover from such dc)uble failure scena~ios. In
fault can result ;n multiple effects, with each
l;ke an independent fault requjring a (iifferent
hard requirement t.o recc)ver from this ::cenario.
alternatives for handling multiple sim~lltaneous
symptoms were t-o 1) work one fault. at ZL time jn
served manner, 2) work c)ne fault at a time with
t-ure allowjn~ more important fault. resl)onses t.o

a st,ated goal to
addjtion, a single
symptom lookinc+
response . It IS a
On Cassin,i,  the
faults or fault
a first- come/first
a priorjty struc-
interrupt less

important. ones, or 3)’ let different fa~llt-s be responded- t.o
simultaneously. Previous SFE) des;gns nave used the struc~urally
simp]e third approach~ and deal t wi t.h fi nt-eract i c]n problem~> ad hoc,
e.g. having a response temporarily dis;lble anc)ther potentially



interfering response. Although previous experience wit-h the third
approach d~d not exhibit any major problems, there was c:c>nccrn  over
having t-o find and deal with potentially complex response
interactions. There was also the problem of validating non-
interference of any two fault responses running simultaneously.
The first approach has the flaw of delaying the execution of a time
critical fault response until the cornp]etion of a lengthy non-
critical response which was initiated sooner. ~’his left the
priority driven one-at--a-time architecture, which is tnore complex
to implement-, but avoids the pitfalls c]f the c)t.hcr two options.

In order to simplify testing, it was desirable tc] minimize the
number of priority levels. Instead of assignin<~ a unique priority
t.o each fault-, more than one fault. would share t}le same priority.
F’aul.ts sharing the satne priority level would be worked on a firsL-
come basis. After several iterations c)f assigning faults to
priority levels, it was determine] that this ~cheme would work with
four separate priority levels. Thus , the final design ended up
being a combination of options 1 and 3.

l’he second issue involved simultaneity, alsc). In this case, the
issue was whet-her or not onboard storecl sequences, i .e. scripts,
should cc)ntinue running during ancl after the execution of a fault
response . Stored sequences and fault responses can potentially
interfere with each other. TCJ avoid any chance c)f this, one
alternative was that stored sec~ue~~ces  could be canc:e].led prior to
the first- action of any system fault response. (Only a sec~uence
marked “critical “ would be rest.art-ed fc)llowjng the response
completion . ) On t-he other hancl, it was desirable t.o minimize
clisruptions to normal sequence operations (see response priority 2
above) . l’herefore, the selected approach was; t-hat fault responses
would be pre-evaluated  for their cornpati.bilit.y with expected flight
sec]uences, and non- ~ nterf er~ ng f aul t. responses wc)uld be allowed to
execute in parallel with them. ]nterfer-inq  fault responses would
first stop the sequences so as Lc) prevent ~nterfcrence t.o or from
the remainder of the response. This approach WZ4S designed to allow
the categorization of a given non- interfering respc)nse to be
changed inflight, i f actual flight sequences changed the potential
for interference. (l’he concept of allowing secplences LC) continue
during non-interfering fault respcmses was l~ate:l- dropped, however,
in order to simplify and descope the sc)ftware design effort. ‘I’he
Cassini design is now that stored sequences are halted prior to any
system fault response execution, ant] olI1.y criLical sequences are
restarted after response completion. It is felt. that fault
response occurrences will not be so frequent- that. restarting non-
critical sequences will be overly burdensome to the flight- Learn.)

‘l’he third issue, how tc> handle sequenc( dependencies, was not
acl_ual.ly fully explc)red during the i~~it ial phases of the design.
IL was, however, considered at various times after the design was
established. ~’his i.s~;ue is concerned ~’ith how to handle fault-
responses, or parts of fault responses, whic:h are not appropriate
during the execution of certain sequences. As an example, the lack
c)f RF’ output does nc)t- indicate a fault when the RF amplifier has
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been turned off by the sequence. Another example is that the
safing respc)nse should not alter the S/C attitucle ~ust prior to or
during the Saturn orbit insert-ion burn. An ideal design takes cues
from the overall S/C ~;t.aLe and the sequence and c:c]mhines them
logically t.o do the right- thing. The alternative is to require the
sequence designers themselves LO include special cclmmands to
disable inappropriate fault resporlses and set flags which select
desired branches within responses. ‘l’his latter llnethod was the
initial. direction taken by the design. lt has nc)t. changed, because
the ideal design requires too much sophisticatio]i to always
reli.ab]y do the right thing. F’or example, taking c:ues from a
commanded state register is unreliable when that. regist-er itself
suffers a failure. A comprehensive S/C configuration manager, Lied
in wit-h the fault protection system, cc)uld possibly have been
designed to work in a reliable, fail-safe way, but that would have
been outside the scope originally funded for ~;ystetn  fault
protection. Enables, disables, and branch flags have instead been
defined, along with rules for sequencers to follow. This still
appears t.o be t-he simpler and faster way to gc), as long as the
rules are simple, and there are nc)t toe> many c)f them.

I 6. OVHRALL DE;SIGN AR(TIITECTURI:

The Command and Data Subsystem (CIJS) i.~; the host. for SFP. CDS
functiona]i  ty, and therefore SF’P availability, is ensured by
internal CDS fault protection, which has available LO it a redun-
dant CDS which c:an assume the prime role. If the prime CDS fails
to satisfy internal. tests, it will reset, and Lhe backup will
become prime. Hc)wever, because the backup CDS is powered off
ciuri.ng a majority c)f the mission, there is a watchdog timer in the
Power and Pyro subsystem (PPS) which will turn on Lhe backup CDS if
the prime CDS fails to reset the timer at least c)nce every 32
seconds .

The PPS watchdog is part. of a system of watchdocls which ensures the
viability of all the en$li.neering subsystem prc)cessors  on t,he S/C.
Figure 2 shows that cha~n, which consists of t-he F’PS hardware
monit-oring for t,he presence of a CDS watchdoq reset. siqnal, CDS
mc)nit.oring  of the AACS processors via a heartbeat. signal , and CDS
monitoring of the Radio Frequency Subsystem (RF’S) processor via
another heartbeat.

Within the CDS software, the SF’P consi~’ts Of a :~t.ructure  Of faulL
tnonitors, responses, and a manager fc)r coordjnatic)n. A system
failure will result in the related mc)nit-or  cvaluat.ing  the fault
data, which will then lead to the monitor calling for execution of
the appropriate response or responses. Any act<vc response may
itself activate a supporting response, within the constraint that
no more than eight respc)nses may be act ive at any given time. ‘l’he
F“au]t Protection (FP) manager provides for vari.cjus  functions
involving the i.nit-ialization  of monito~-s and responses, the
activation of responses, and the resol~ltion of pric)rity conflicts
cluring multiple fault scenarios. Figure 3 contains a list of all
t-he SFP monitors and related responses.
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The monitors are algorithms coded in ADA, and the responses are
algori t.hms coded in a sequencing 1 anguage, the same as the one used
for stored mission sequences. Monitors basically c:ompare key data
(FE’ data) collected by the CDS frcm S/C subsystelns against defined
failure thresholds. Where possible, the data js initially screened
to reject anything coming from a failed sensor (“reasonabl.eness”
checking) . If a data sample passes this screen and is found to
exceed the failure threshold, a fault c)ccurrence cc]unter is
incremented. Consecutive increments of this counter will
eventually result in the counter threshold being exceeded
(“persistence checking”) , and the tnonitor wi 11 request a response.

After act-ivation by the FP manager, responses hasic:al]y  function in
the same way as mission sequences, issuing a prf;-defined sequence
of commands. One significant difference characterizing fault
responses is the extensjve use of logic:al  operations, which are
used to implement the branching discussed above. Once activated,
response sequences are designed to execut-e t.o c:omp]etion without
further inputs from the calling mclnitor. l“f fauqt recovery
requires trying different actic)ns until succ:ess:ful, Lhe response
algorithm select-s a new ac;tion for each succ:eediT)g enLry. After an
unsuccessful action, the fault tnust be redet.ec:t.ed  by the monitor,
which results in the response being rec]uested again.

The FP Manager causes moni tors to be executed c)nc:e per second.
Whenever a monitor reqUeStS a response, the Manager will cause
~,tored mission sequences to be stopped and the requested response
t.o be activated. In the event that twc) or more monitors request
responses in the same one secc)nd management- cycle, or if a monitor
requests a response while a previously requested response is still
active, the Manager will ensure the highest pri.c)rit-y  fault takes
precedence. The mechanics of how the Manager dc)es Lhi.s will. be
ciiscussed  later i.n more detail.

An additional task for the Manager is to initialize monitors and
responses . Monitor i.nit.ia]i.zatlon conf~ists of C]earing new or
outstanding response requests and resetting internal persistence
counters, which occurs as follows. Whenever a mc)nitor c)r its
corresponding response is enabled, the monitor is initialized. (It
is important to clear the monitor when a response is enabled, so
that conditions which existed on].y while it was disabled do not
resu]t in 11~.jme bombs” which cause the response t.c) be executed
lat,er unnecessarily. ) Whenever all t.hc fault. respc)nses originating
from a given tnonitor are completed, that monitor and all moniLors
of the same or lower priority are initialized. An exception to
this i.s the Command IJOSS monitor, which is c)nly initi.ali.zed when a
c:ommand is successful~y received. (Th( Command I,C)SS persistence
check can be extremely lc>ng, so resetting it c:oulc] result. in a very
long time t,o detect an actual commancl loss.) All monitors except
the Command I,oss monitor are also ini-tializecl, following a
suspension of SFP while the CDS corrects a peripheral fault.
However, following a boot of the CDS p~-ocessor, @l_l monitors need
to be initialized. Initialization of l-esponses consists of



resetting internal history parameters, e.g. counters which indicate
how many previous response executions have c~ccurrecl. All responses
are initialized following a boot of the CDS processor, or following
suspension of SF’P while Lhe CDS corrects a peripheral. fault. A
response is also initialized if it., or a respc)ns;e it requested, is
cancelled due to a priority conflict-.

7 . RIJI,RS AND PRACTICES (JF I’HE DEJSIGN

Each monitor and each response has the capability to be enabled or
disabled in either of two ways. ~’here is a “S/(!” enable/disable
flag which can be changed by SI?P algorithms, a~d there is a “MOS”
flag which can be changed by “mi ssion c)perat.ic)ns  system” sequences,
i.e. the mission activity sequences stored c)nboard. Hither flag
can be altered by direct ground ccjmmancl. in prac:t,ice, Lhe
enable/disable sLat_es of responses and/or rnc)ni tors are made
appropriate to the current mission activity by the stored mission
sequence, using the MOS flag. Ref:ponses or monitors which become
inappropriate because of fault protection ac:ticjns are. disabled
using the S/C flag. In this way, the storec] sequence cannot
override an action taken in response tcj a fault. (Given that all
responses have enable/c]isable  fla$Js, mc)nitors c)nly need Lo have
this capability where more than one tnonitor can request the same
response. I1owever, in order to carry a consi.st-ent- design, ~verv
monitor has been implemented with an enable/disable capability. )

Fly design, the enable/disable state of a moni.t-c>r c)nly affects its
abi.1 ity t-o y_e.quest- a response. Therefc)re, mc)ni.ic)rs will detec:t
faults at all times, which is helpful in alerting the ground to
unexpected conditic)ns even thc)ugh the fault. respc)nse may be deemed
inappropriate at the Lime.

Monitors use up to three “filters” t.o eliminate bad data. ‘J’wo of
them, reasonableness and persistence checks, were mentioned
earlier. The reasc~nableness check performed by a monitor is
applied to analog data, such as temperatures, voltages, and
currents . Usually this means dec]arincl the data bad if it is at or
near zero or full scale. This filter is not used if zero and full
scale are va] id readings. Noisy data is eliminated by the
persistence check, which requires a certain numbc?r c)f consecutive
samples to indicate a failed condi.ti.c)n  before the response is
requested. Any good sarnpl.e, i.e. within acceptable limits, will
reset- t_he persistence cc)unter. l’his means I_hat a true failure
could bc masked by noise, and so the required persist-ence period i.s
selected to be small enc)ugh to keep this possibility small .
Persistence filter values are also picked to allc)w for reset
recovery or warm-up periods and to ensure that a fault which
produces two different :;ymptoms i.s res~]onded to cc)rrectly.

A third “filter”, which makes use of redundant measurements, is
used where the effec:t of a false detect ion is dcemecl severe. An
cxarnp]e c)f a severe response is one which ac:tuates pyrotechnic
devices. Majority voting of measuremellts is preferred in these
c:ase.s . In c:ases where only two measurement-s ar~ available, and the



poss;b;l;ty of no response to a real fa~.lure ;~; L.c]lerable,  both
must ;nd;cate a fa;lure before the response is requested.

All c>f Lhe foregoing use of filte]-;.ng  notw;thst.anding, one of the
primary considerations applied to response desig~l addresses Lhe
poss;bilit-y of a false alarm. Thus , it is requj reel that responses
be designed such that an inadvertent execut;o~i of a fault response
not be hazardous to the mission. Another rule, wh;ch can minim;ze
the S/C impacts of a real fault. as well, is that if a fault
response cons;sts of mulLi.ple sequential. act;c)lls, the actions are
executed in t-he order c)f increasing severity, even ;.f Lh;s means
that the most probable cause is noL addressed in~tj.ally.

Another requirement on response design is that it. must be tolerant
c)f being interrupted at any point withc)ut a hart[lfu) effect on the
s/c. Th;s accommodates t-he pc)ssibility  t-hat. the C!I)S could suspend
SFP ;f a CDS ;nternal fau]t- were to occur. l’he design is such that
no uncompleted str;ng of act;c)ns within a re~;pc)nse places the S/C
at r;sk if SFP is cancelled, then restarted from the beginning
aft_er CDS corrects iLs fault.

one f;.nal des;gn rule ;s that modifiable parameters must be
established where changes are reasonably expected Lo occur due to
mission phase, infl.ight fault history, or actual perfortnance of S/C
hardware. These parameters are t.o be nlodifiab]e  without. requirin?
a software reload or patching. Modification via ground commands IS
usually sufficient, except for a subset of parameters which must be
changeable by the stored-mission sequeljce . Thi~; ;s necessary
it ;s impossible or unreliable for the ground to make a time
critical change by realtime command.

8. I’RTORTTIZATION  OF MU1,TIPI,H CONCURRENT FAIJIITS/SYMPTOMS

The FP Manager ;mplements the pri.or;.t.y driven, one-at-time,
architec:t-ure which handles cases where more than c>ne mon;tor

when

requests a response in c)ne management: cycle, or where a monitor
requests a response wh;le a previously requested response is still
active . This i.s itnplemented ;n the fol lowing manner. Each monitor
;s assigned to one c)f fc>ur possible pr;ority levels. Respcjnses
wh;ch are in process, including those which have been requested by
a “parent” response, retain the priority level of the orig;nat;ng
mc)nit.or. During each one second rnanag(ment cycle, the Manager
evaluates the monitc)r priority of any ~jew response requests and any
responses which are currently active. (For new response requests
coming from monitors of equal pric)rity, the monitor selected for
evaluation is the one whic:h is execute(i first- by Lhe software. ) If
there are no currently ac:tive response;, the response requested by
the highest priority originating monitc)r (HPOM) is activated. If
t-here is a currently act.;ve response, and the new HPOM ; s of h;gher
priority than t_he HPOM from the previo~~s cycle, c:urrent]y active
response(s) are cancelled, and the res})onse requested by Lhe new
HPOM is act;vated. If the pr;.c)rity  level of the new HPOM is the
same as I_hat- of the previous cycle’s H}’OM, t-he Manager takes no
act;on, and the currently active response cent ir]ue.s. If a



currently active response is cancel.led, the Manager initializes it
and enables its originating monitc~r via its S/C flag. This ensures
that the first fault can be redetected, even if the cancelled
response had disabled its originat.i.ng  monitor.

A number of design practices evolved from the fac:t. LhaL responses
can be cancelled due tc) a priority conflict. As mentioned earlier,
there was already Lhe need to design responses SC) t-hat- t-hey could
be halted anywhere, due to Lhe possibility cjf a C1)S fault. When
cancelled due to a priority conflict, however, the halt- takes place
only at specified pause points in the response. l’herefore,
responses were designed with this in mind, e.g. activities were
grouped to accomplish as much as possible, and jrl whole functional
blocks, before reaching a pause pc)int. Alsc), respc)nses were
designed LO ensure that the original fault indication would still
be present after completion of an interruptin~ ]csponse, if it was
s>tlll necessary to accc)mpl J sh uncc)mplet.ed  ac:t~ c)~is c>f the c:ancelled
response. TO ensure that the effects c>f a c:ancellat-ion would not
be hartnful, each response was sub~ected to a “redet.ect  analysis” .
]n this analysis, a c:ancellatic)n was assumecl at. every pause point
by each higher priority fault. The goal of the analysis was LO
show that the original fault WC)UICI be redetec;ted  after completion
of the higher priority response, c)r, if not~ t-hat the remalnlng

,,

actions would be accomplished by the interrupt-i-rig response or their
omissi.on would be benign. The ta~;k of showing that, uncompleted
response actions were benign was made easier by the fact that, with
only one exception, all responses capa~)le of int.~rrupting a lower
priority response c;aused the safing response LO be executed. The
safinq response i S designed to puL the S/C into a safe state,
regardless of its previous state.

l’he assignment c)f priority levels to SFP monit_ors was a process
which st_arted by making a few obvious assignments, and Lhen used an
iterative approach unt~l a workable structure was attained. The
highest priority was given to the most time critical faults, as
would be expected. At the other end of the priority ladder, the
lowest priority was assigned to the re~;ponse wi.t.h t-he longest.
duration. The command loss response can run fo:t- several days, so

it was important to nc)t let its lcngt.h preclude c)t.her responses
from running. ‘l’he sorting out of other tnonit-ors’ priority
assignments was based on considering a variety cjf factors:
relative criticality, functional dependencies of t-he monitored
hardware, and the amount. of simi.].ari.ty between different. responses,
for example. ASSigIli.ng non-unique pric>rity levels involved
difficult compromises, but many c)f the same c:onsiclerations  would
have applied in assigning unique pric)rity levels.

9. SE’AC13CRAF’I’ SAF’ING AND COMMAND IIOSS DESIGNS

l’he fol.]owing will clescribe design details c)f twc) Cassini SF’P
elements which are likely to exist in any S/C fault. protection
design.
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The first of these, S/C Safing, has the general purpose of placing
the S/C in a safe, commendable state fc)llowing a system level
anomaly. in particular, the Safiljg response design has to assume
the S/C can be in any state due to an interruption of t-he onboard
stored mi.ssi.on se”quence, as well as the unexpected state changes
caused by the anomaly itself. One of the ob>ec:tives c>f the Safing
response is to satisfy the requirement to malnt.ain a safe,
commendable state follc]wing an anotnaly for at. lc<lst two weeks. The
Safing response does this by configuring S/C! lc)ads to a low power
st.at.e, stopping any prc)pulsive or attitude maneuvers, initi.at.ing
the establishment of a robust att~tude control harclware
configuration, pointinq the S/C tc) an attitude whic:h both provides
for so].ar t-herma] shad~.ng and allc)ws earth c:on}l[~~~~-lic:ati.o~~s,
configuring te]ecommuni.cations hardware to prc)v~c~e  safe and robust
link margins, and configuring electrical heaters LC) keep equipment
wi.thi.n operational limits. The fact that stored sequences are
halted by the FP Manager in al.] except critical phases of the
mission ensures that Lhe state established by Safi~lg will. not_ be
changed, except by other fault prc)tection  ac:tic)~is.

Safing does not by it.se]f place the S/C in the ~[ti.n.jmum power state.
Unless there is a power shortfall, Safing only places the S/C in a
~.~ power state. If the i.niti.sting event is a pc>wer anomaly whic:h
causes the total S/C load to exceed the available power, hardware
logic in t,he power PPS sheds all loads which arc nc>t immediately
essential . For example, heater lc~ads are shed, whereas the CDS and
AACS computers are not shed, al.thcmgh their peripheral hardware
units are. In support of this hardware response, Safing, along
with CDS and AACS subsystem fault protectic>n, will power t,hose
loads which are essential for lon<~ ternl S/C he;~lt.h  and
commandabi  lity.

The initial actions of Safing, after the FP Manager has stopped
c)nboard stored sequences, are t-o stop propul.sjve  and attitude
maneuvers, then turn off al 1 science subsystems plus those heaters
and engineering units which are nc>n-essential  . ‘J’his immediately
increases the S/C power margin to cover later Safjng power
increases, as well as t-hose causecl by c)ther SFP responses. ‘l’here
i.s a S/C operating margin which temporarily cc)vcrs any power
increases which occur prior tcj Safing. All. inc;rcases  caused by
subsystem fault protection are rec~uirecl to be withjn this margjn.

At this point, the AACS subsystem is cc)mmandecj tc) go to its safe
state and LO orient. the S/C to a t-herm:;lly safe and commendable
atti tude . (If required, the CDS autonc~mous].y reconfigures itself
to its safe state prior to executing SFP, SC) Lhe Safing response
does not need to command t-his ac:tion.) When this is done, the
Safing response turns power on Lo the prime telecommunications
units, powers off their backup units, and selects anLenrlas,
modulation parameters, and data rates and modes t.o support up].ink
and downlink operations. Backup Le]ecc)mmuni caticlns units are
powered off, primarily to prevent. interference with prime units, as
well as to conserve power.



‘I’he final Safing actions are to turn on essential engineering and
science heaters. l’hese actions reduce the S/C! power margin and
are, therefore, placed at the end of Safi.ng so that all temporary
power increases due to other Safi~lg actions will have completed.
‘l’he heater powering actions are bypassed in the first few hours
after ]aunch, when full. power is ~lot yet available from the S/C
power source. The onboard stored sequence set.~; a flag which
enables this branch of Safi.ng at a predetermined t-i.tne.

Command Loss

The second element of common interest to other S/C fault protection
designs is Command I}oss fault prot.ectic)n. A small amount of
protection i.s inherent in other responses, e.g. loss of power to
the S/C receiver will cause a loss of cxcit.er RF’ clutput and result
i.n SFP commanding a rec:eiver swap. The Command I,CJS;S monitor and
response, however, provide a comprehensive and uni fied approach to
re-establishing  command capabi.1 ity following a Ic)ss caused by any
S/C failure (or ground error) . The Command I.JCJS:: mc~nitor consists
of a timer which counts down from a prc)grarnmable value until i.t
reaches zero or is reset. Upon reaching zero, the Command Loss
response is requested. T’he receipt of a valid uplink command by
the CDS will reset the timer to its original value and restart the
countdown. Thu S , there is an end-to-end check on command
functionality.

The Command Loss response contains actions which address all S/C
related causes of non-commendability, inducting antenna failures,
incorrect uplink antenna selection, incorrect. uplink rate
selection, receiver/command detector failure, receiver interference
from S/C RF sources, CDS hardware failure, CDS :’;oft_ware anomaly,
and incorrect S/C attitude. MCS health is assumed, since it is
ensured by MCS subsystem fault. protection and by the MCS
Heartbeat Loss monitor.

There i.s a basic strategy difference between the Command Loss
response and all. other SFP responses, which derives from the
seriousness of losing commendability. Whereas all other responses
ensure recovery in the event of a single failure, the Command Loss
response i.s desic+ned to handle ~w_q recc)verab]e  failures. Thus ,
recovery is posslbl.e in the presence of a latent. recoverable fault,
e.9. a previously undetected, but correctable, f’ault, in a backup
unit . The response accomp].i.shes this by cycling through a
sufficient. number (not all) of the harclware ccxnbinat-ions. l’hi s
approach also handles non-viable combinations, where two otherwise
healthy units do not work properly t.ogcther.

The execution of the Command Loss respcjnse begins with the non-
severe steps of resetting the command cletect.or, selecting the
auxi Ii ary osci 1 later in place of the radio scier)ce Oscillat,c)r  for
the downlink frequency reference, and cxecut.ing the Safing
response. 13ecause power cycling of telecomrnunicat.ions  equipment
carries a certain amount. of mission risk, no hardware swaps are
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commanded until a ground response interval. elapses after these
initial ac:tions. Science instruments are turnecl c)f”f as a part of
Safing, and this eliminates potential. RF interference sources i.n
the science complement. In the next phase of the response, while
using the safing antenna appropriate for the current mission
geometry, seven new combinations of the receiver/cc)mmand detector,
RF power amplifier, and the proce~:sor which cent.rc)ls telecotn
hardware modes are sequentially tried, allowing a five hour ground
response interval between successive cc)mbina.tic>n  changes. At. the
end of this phase, the original combination is rc-estab].ished.

If the command loss condition is not cc)rrected by this point-, the
S/C! is oriented to the sun and put. intc] a slow rc)ll about the
sunline . This is designed to ensure a periodic Lelecom link,
without relying on the star identi ficat ion prc)c:css in AACS . After
seven hours (assures three revolutions), rol]in~; is halted, and the
alternate safing antenna is selected and pointed at. the earth for a
thermally tolerable atnount of time. This pc)tent.ially risky
orientation is required if the current safing a~itenna has failed,
which is a small but non-zero possibility.

No CDS failure possibilities have been addressed up to this point,
but before the respc)nse does SC), it cycles t.hrc)ugh the hardware
combinations one more time, this time varying the c)rder so that
when the S/C roll and alternate antenna actic)ns are tried, it will
be with the redundant hardware units.

I?inal].y, the current prime CDS is commanded t-c) reset, which will
cause the backup to become prime. After its C!cmm~and IJOSS timer
expires (t-he two CDS’S timers may not have been in synch), the new
pritne CDS will re-i.nitiate  the Command IJOSS respc>nse from the
start . lf the original backup had been off at the first start of
the Command Loss response, it will receive a software load from the
onboard solid state recorder (SSR) when i-t is powered on. The
original. prime CDS receives a load fronl the SS}< when it. i.s reset,
so if the command loss is due to a problem i.na.clvertently programmed
into the original memory load(s) , it. will be co:t-rected either after
one or two passes of the response.

10. SIJMMARY

The Cassini system fault. protecti.c)n  de~;ign cc)mbines a standard
monitor and response structure with a rlewly deve]c)ped priority
manager which precludes response conflicts. This design is the
result of not only technical considerate ions, but. also c:c)ncern over
testability at the system and subsystem levels. Other features of
the architecture have also been ciriven by both t-ec:hnica].  and
practical considerations. Despite the design constraints which
derive from these high level aspects of the architecture, all
desired functions and features of the individual monitors and
responses have been implemented succes~fully. Overall, the system
fault protection design provides practicality, along with
functionality and flexibility which arx commensurate with the
complexity and length of the Cassini mission.
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JIink commands:

SPF  Exemption #
1

——.-...——
2

siIlgle

4

s

6

7

8

9

10

11

-—
12

— . .
13

——
14-18

Point

Table  1

Failure

-— ———..—
F a i l u r e
LOSS of a Radioisotope l’hermo~cctric  GeIlc-T~-—

Loss of 1 ligh Gain Antenna (HGA),  or either Low Gain Antenna (L,GA 1 or LGA
2) inside 1.5 AU.

- . ——
Leakage or bursting of a propulsion rnodulc tank (pressuraol  tank, main engine
oxidizer tank, main engine fuel tank, thruster  hydrazine  tank)

IX@ml leakage  or bursting of propulsion module fluid or pressurant  lines and
fittings, -Q~‘QIEsAKcLQf  llKWcelrNlsslJ!cWJIAakaK
L!wkWfuhmkM&iIIEQ.  f~&IIQLQwm.kxll

Structure (Spacecraft adapter, orbiter, or Probe truss)

Spacecraft separation band (retention / release)

l’hermal  blankets, surfaces, and shields (spacecraft and probe)

Spaccclaft cabling short

Selected command and data errors (*)

Main engine combustion chamber (catastrophic explosion)

‘mcqucncy cquip;;l~~y~—–”-”——

=-d shielding (inherent or Spc-—–”

.——. . — —  —
Power interruption grcate.r than 37 msec

.—. -—-—-

— — . .
Probe adapter structures, Probe ;Iructurc,  s]~in-up  and relcaw mechanisms

@YPKUJ?Q!  aPP licablc to p~mature  release), heat shield, parachute syslen—.

● Untimely destruction of flirzht software or sequence memory through incorrect addressing or misuse cjf uplink commands.
● Untimcl~  commands lcadi;g  to an inappropr; atc subsystcn~ state. -

I-board Erroneous Command Generation:
● Stuck bit in the bus controller memory address register Icading  to creation of a set of mission catastrophic bus transactions.
● Stuck bit in hardware command decoder message start detection circuitry Icading to improper decoding and issuance of mission catastrophic commands
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# MONITORS # RESPONSES.—— .——

1. XCTRRFIOSS  . . . . . . . . . . . . . . . . . . . . . . . ..l. XCTRRF LOSS . . . . . . . . . . . . . . . . . . .
2. TWTARF  LOSS 12. TWTARFLOSS  _ .

3. Command loss . . . . . . . . . . . . . . . . . . . . . . ,5. Command Loss-J . . . . . . . . . . . . . . . . . .

4. RFSHearlbeat Loss. . , . ... . . . . . . . . . . . . .. 7. RFSHeartbeaf  Loss . . . . . . . . . . . . . . . . . . .
5, Undervottage  . . . . . . . . . . . . ., .,, ,, .,, ., B. Unde~oMWe . . . . . . . . . . . . . . . . . . . . . .
6. FmpTankO  verpressure . . . . . . . . . . . . . . . . . . 9, PropTankOverpressure  . . . . . . . . . . . . . . . .

7.ErnergencyO/T  . . . . . . . . . . . . . . . . . . . . . ..lO.ErnergencyO/L  . . . . . . . . . . . . . . . . . . . . .
8. A4CSHearbeat Loss . . . . . . ., . . . . . . ..’ . . ..ll.A4CSHearbeal  Loss . . . . . . . . . . . . . . . . . .

[

‘12,?vWSSafrngRequcs~
9.AJertMessages. , . . . . . . . . . . . . . . . . . . . 13.CDSLOSS

1

. . . . . . . . . . . . . . -.
<. _l 4, Engine B FYTO

15,Ct13S/CSafing,.,V . . . . . . . . . . . . . . . . .

Figure 3. SF’P Monitor:;  a n d  R.es[lorlses

PURPOSE

Recover from a loss of downllnk

Recover from a loss of uplkrk

Recover from a failed RFS TCU
Recover from a loss of power

,Recmver  from a prop tank overpressure

Recover from adverse thermal Increases
Recover from a failed A4CS MC

Supporf  the CDS/A4CS  system FP Interface

General S/C Safe


